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ABSTRACT

The limited bandwidth of Wi-Fi severely confines the granularity
(especially in differentiating multiple subjects) of Wi-Fi sensing,
posing a significant challenge for its wide adoption. Though utiliz-
ing multiple channels to expand the effective bandwidth sounds
plausible, continuous spectrum stitching towards ultra-wideband
(UWB) is far from practical given various constraints (e.g., the
runtime channel availability and inconsistent channel responses
across a wide bandwidth). To this end, we propose UWB-Fi as a
novel Wi-Fi sensing system with ultra-wide bandwidth, leveraging
only discrete and irregular channel sampling. We first design a
fast channel hopping scheme to perform arbitrary sampling across
4.7GHz (i.e., 2.4 to 7.1GHz) bandwidth on commodity Wi-Fi hard-
ware without interrupting default communications. As no signal
processing tool is available to handle such channel samples, we
innovate in a model-based deep learning approach that translates
discrete channel samples to high-dimensional spectral parameters;
this method successfully avoids the bias-variance tradeoff in pa-
rameter estimation, while filtering out hardware-related offsets
inherent to Wi-Fi. Through extensive evaluations, we demonstrate
that UWB-Fi successfully achieves fine-granularity sensing, en-
abling centimeter-level resolution for indoor multi-person sensing.
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1 INTRODUCTION

Wi-Fi sensing [25, 37, 44, 53, 54, 57, 71, 76] has garnered atten-
tion from both academia and industry in recent years, thanks to
the wide deployment of Wi-Fi infrastructure. Promoted by the
ability of obtaining channel state information (CSI) [17], diversi-
fied sensing applications have been proposed and implemented,
including vital signs monitoring [37, 71], gesture detection [53, 76],
activity recognition [15, 25], as well as localization and motion
tracking [10, 44, 54, 72]. Despite the promising outcomes demon-
strated by these applications, one major challenge still persists as
Wi-Fi sensing continues to evolve: the limited Wi-Fi bandwidth fails
to offer a sufficient spatial resolution (in both range and bearing),
hindering the realization of fine-granularity sensing to precisely dif-
ferentiate multiple subjects. Since fine-granularity sensing demands
centimeter-level resolution offered only by a GHz-level bandwidth,
fully exploiting the capabilities of commodity Wi-Fi hardware to
achieve ultra-wideband (UWB) sensing in a physical sense has
emerged as a necessary yet challenging research direction under
the integrated sensing and communication (ISAC) ambition [7].

An attempted solution to overcome the bandwidth limitation of
Wi-Fi sensing is continuous channel stitching [65, 67]; it combines
multiple consecutive channels to form a wider bandwidth, as shown
in Figure 1a. This approach, albeit indicating the performance upper
bound, faces four major weaknesses. Firstly, consecutive channels
may not always be available for sensing, as these channels can be
occupied or contended by other co-channel devices [22, 28], while
certain channels are meant only for special purposes and hence
not accessible by civilian Wi-Fi applications [59]. Secondly, the
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Figure 1: Continuous stitching suffers availability, boundary effect,
and time constraint (a) and (c), yet all these can be overcome by
discrete sampling (b) and (d).
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boundary effect of frequency response, resulting in incompatibility
between adjacent channels, demands a lot more overlapped chan-
nels and hence makes the stitching process very cumbersome (if not
impossible), as shown in Figure 1c. Thirdly, the channel coherence
time budget is not sufficient to scan a large number of overlapped
channels needed by UWB sensing. Finally, the continuous channel
stitching proposals [65, 67] are only shown to be viable for local-
ization purpose; it is highly doubtful if they may support general
sensing applications. Therefore, continuous channel stitching is
apparently infeasible, hence calling for novel solutions to enable
UWB sensing on Wi-Fi.

Since UWB sensing relies on a wider bandwidth to enhance
sensing diversity, continuous bandwidth stitching is not a must.
Intuitively, one may potentially overcome the aforementioned limi-
tations by resorting to discrete channel sampling: as shown in Fig-
ure 1b, a wide bandwidth can be scanned in a non-continuous and
even irregular manner.! This strategy allows a free selection of
arbitrary channels subject to their availability in runtime, so it
has a higher chance to gather sufficient information for “assem-
bling” an effective UWB spectrum. Being discrete samples also
naturally avoids the boundary effect of frequency response (a ma-
jor “curse” on continuous stitching), since samples do not share
common boundaries. Last but not least, discrete channel sampling
potentially requires much fewer samples thanks to the principle
of compressive sensing [60, 62, 63] and the sparse nature of most
physical phenomena. Therefore, meeting the channel coherence
time budget while achieving accurate parameter estimation (see
Figure 1d) can become feasible.

Of course, this intuitively plausible strategy poses its own chal-
lenges. First, existing Wi-Fi CSI acquisition schemes are not able
to achieve fast channel hopping, hampering the realization of dis-
crete channel sampling. Second, since each channel hopping may
potentially introduces unknown interference, how to handle these
interferences to ensure accurate and coherent data processing re-
mains open. Third, though compressive sensing demands fewer
samples, one still needs to figure out what is the sufficient sample
quantity for a specific sensing application. Last but not least, the
accuracy of Wi-Fi sensing suffers from various hardware-related
random offsets (e.g., CPO or carrier phase offset) [39]; it is well-
known that these offsets may significantly damage the quality of
Wi-Fi sensing [29].

To tackle these challenges, we propose UWB-Fi, a novel system
that leverages discrete and irregular channel sampling to expand Wi-
Fi bandwidth and thus to achieve fine-granularity sensing. UWB-
Fi first boasts a fast channel hopping scheme to realize arbitrary
sampling within all Wi-Fi channels (2.4 GHz to 7.1 GHz)? on up-
to-date 802.11ax commodity Wi-Fi devices (e.g., Intel AX210). As
no existing signal processing technique can synthesize channel
samples bearing unknown interference into a coherent “snapshot”,
we innovate in a model-based deep learning approach: it is guided
by a ray-tracing model [69] to train a neural network, so as to map
channel samples into high-dimensional spectral parameters (rather

!Leveraging frequency hopping to sample channels has been adopted by Chronos [51],
yet its algorithm can only estimate the range between a pair of Wi-Fi devices, far from
the general sensing purpose in our context.

ZSpecifically, the whole Wi-Fi 6 spectrum encompasses 2.4GHz band (2412 to 2484MHz),
5GHz band (5160 to 5885MHz), and 6 GHz band (5935 to 7115MHz) [59].
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than individual scalar values). As a result, our channel synthesizing
pipeline successfully avoids the bias-variance tradeoff in parameter
estimation, while removing hardware-related offsets inherent to Wi-
Fi, thanks to the diversity offered by UWB sensing. We also calibrate
the number of channel samples required by the compressive sensing
principle under typical Wi-Fi sensing applications via extensive
experiments. Finally, we implement a prototype of UWB-Fi using
two laptops and conduct extensive experiments to evaluate its
performance. In summary, our main contributions are:

e We propose UWB-Fi as the first Wi-Fi system to achieve
physical UWB sensing using only discrete and irregular chan-
nel samples across nearly 5GHz bandwidth.

e We design a fast channel hopping scheme for UWB-Fi to
execute arbitrary channel sampling upon commodity Wi-Fi
devices.

e We innovate in a model-based deep learning approach to ad-
dress the challenge of synthesizing discrete channel samples
bearing unknown interferences.

e We implement the first UWB sensing prototype on commod-
ity Wi-Fi hardware, and conduct extensive evaluations on it
to demonstrate UWB-Fi’s centimeter-level fine-granularity
sensing capability.

The rest of our paper is structured as follows. Section 2 introduces
the background and motivation of UWB-Fi. Section 3 elaborates on
the system design of UWB-Fi. Sections 4 and 5 respectively explain
UWB-Fi’s implementation and report the extensive evaluations on
UWB-Fi. Related works and discussions of UWB-Fi’s limitations
and potentials are briefly captured in Section 6, followed by the
conclusion of our paper in Section 7.

2 BACKGROUND AND MOTIVATION

In this section, we first establish Wi-Fi sensing basics on how band-
width affects sensing granularity. We further explain why existing
channel stitching approaches cannot realize UWB sensing. Finally,
we point out that both the challenges and potentials of synthe-
sizing discrete channel samples for UWB sensing: conventional
signal processing techniques, though certainly incapable of directly
synthesizing channel samples, may still help train a neural model
for the same purpose.

2.1 Wi-Fi Sensing Basics

Assuming a Wi-Fi sensing system with a Tx-Rx pair and multiple
sensing subjects, we start by introducing a ray-tracing model to
characterize a “snapshot” of sensing results; it serves as the basis
for all sensing tasks, as any task is simply a concatenation of several
such snapshots. The snapshot involves a set of (range, bearing) tu-
plesas {(z0,600), - -, (tg, Ok), - - - }, where k indexes a subject (hence
the introduced reflection path), while 7 and  derived by Wi-Fi sens-
ing are actually the time of flight (ToF) and angle of arrival (AoA).
Let the Rx be equipped with uniformly distributed antennas of
interval d, the received CSI H = [hy, ] can be modeled as follows:

K ToF AoA
hnm = Zkzlan,m,k : hrrzk : hn’%

ZK ( —j2n(fit(m-1)f) k)( jor(n-1)d cos(0c) ) )
= a e ct(m— T) e— mT(n— CoS c/C ,
P nmk
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Figure 2: Range resolution performance for two subjects at different
distances under various Wi-Fi bandwidths.

where n and m respectively index the antenna and subcarrier, « rep-
resents channel gain, f; and f;, respectively denote channel centre
frequency and subcarrier bandwidth, and c is the speed of light. Ac-
cording to [4], the temporal resolution Az = 1/B, with B being the
total sensing bandwidth, grows linearly in B, so the range resolution
of a snapshot, derived from the ToF term in Eqn. (1), benefits from a
wider bandwidth B. Though the bearing (AoA) resolution is contin-
gent upon antenna quantity, the estimation of AoA may still benefit
from a wider B, because improving the resolution of d cos(6;)/c
(also a temporal component) yields a higher precision in estimat-
ing AoA. Therefore, these observations allow us to conclude that
the total sensing bandwidth assumes pivotal significance in
realizing fine-granularity sensing,.

To illustrate this significance, we simulate the impact of Wi-Fi
bandwidth on the ability to differentiate two subjects at varying
distances, as depicted in Figure 2. With B = 20MHz and a separation
of 1.2m (Figure 2a), the ToF-AoA spectra are totally mixed without
indicating the subjects’ positions. Augmenting the bandwidth to
320 MHz (Figure 2b) allows the ToF-AoA spectra to exhibit two
distinct peaks in ToF, thus enabling a sharp differentiation of the
two subjects. However, the efficacy of 320 MHz sensing bandwidth
wanes upon further reducing the separation between two subjects
to 0.8m (Figure 2c): as B = 320MHz only offers a range resolution of
around 1m, the ToF spectra get mixed again. Therefore, expanding
the bandwidth to UWB range (GHz-level) is critical to achieve
fine-granularity Wi-Fi sensing.

2.2 Infeasibility of Stitching Methods

To obtain a wider bandwidth, Splicer [65] and ToneTrack [67] con-
duct channel stitching attempting to merge continuous spectra.
Unfortunately, the boundary effect (i.e., drastic roll-off) of the fre-
quency response makes it impossible to stitch neighboring channels
while preserving continuous phases, as depicted in Figure 3a. This
has forced [65, 67] to use channels substantially overlapping with
each other and sophisticated algorithms to align/calibrate these
spectra, as shown in Figure 3b. However, as we shall demonstrate
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Figure 3: Stitching results given two channel arrangements: (a) adja-
cent channels and (b) overlapped channels.
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soon, this approach is confined by two-time budget constraints,
namely coherence time and real-time processing, rendering it in-
applicable to real-life applications. To put the illustration into our
perspective, we consider a 4.7GHz spectrum from 2.4GHz to 7.1GHz
stitched from multiple overlapping 20 MHz channels shifted every
5MHz, which requires a total of 936 channels.

Technically speaking, all the channel samples should be acquired
within coherence time to guarantee that they can be effectively syn-
thesized. According to Chronos [51], the coherence time is approx-
imately 84ms. Meanwhile, sampling a single channel empirically
demands at least 2ms. Consequently, at most 84/2 = 42 samples can
be captured, significantly short of the necessary amount for stitch-
ing a wide bandwidth. In addition, the alignment process introduces
a substantial cost in computation due to the need for a large number
of overlapped channels, rendering the feasibility of real-time sensing
questionable. According to our experience, stitching 5 channels,
as shown in Figure 3b, takes over 64ms on a 12-th Gen Intel(R)
Core(TM) i5-12500H processor in a Lenovo Thinkbook 14 laptop.
Extrapolating this result to the stitching of 936 channels results in
an excessive duration of around 12s. Therefore, it is imperative that
innovative approaches are in place in order to successfully extend
bandwidth towards UWB range.

2.3 Discrete Channel Sampling for Sensing

Expanding the sensing bandwidth B can be interpreted as increasing
the number of subcarriers in Eqn. (1), offering greater information
diversity for algorithms such as MUItiple SIgnal Classification (MU-
SIC) [47] to derive estimation of both range and bearing. In reality,
as the physical phenomena captured by each snapshot are often
sparse, the principle of compressive sensing [60] indicates that,
instead of sampling every subcarrier within B, we can effectively
acquire the fine-granularity sensing offered by B by sampling a few
channels (hence the subcarriers within them). As a demonstration,
we arbitrarily simulate 20 channel samples for two subjects, via
Eqn. (1), within the range of 2.4-7.1GHz and derive their respective
ToF-AoA spectra® using MUSIC. Synthesizing these spectra in a
maximum likelihood sense allows us to infer both ToFs and AoAs
of the two subjects in Figure 4a.

Unfortunately, attempting to estimate ToF and AoA using real-
life channel samples, as shown in Figure 4b, does not yield mean-
ingful subject-related information. Apart from common noise and
channel fading, the reason causing this failure is the unknown pa-
rameters introduced by the discrete sampling. In particular, the
carrier phase offset (CPO) may randomly vary for every channel
hopping. With a few tens of channel samples, it is not a surprise
that the accumulated randomness can totally overwhelm the infor-
mation embedded in these samples. Although a seemingly similar
idea of channel hopping appeared in [51], the algorithm there only
works for estimating parameters for the direct path between Tx and
Rx. Therefore, it is surely incapable of handling our general UWB
sensing tasks where multiple reflection paths (from sensing sub-
jects) can be involved. In a nutshell, conventional signal processing
approaches are quite unlike to be able to derive reliable estimation
outcomes from discrete channel samples.

3The ToF-AoA spectrum, firstly adopted by SpotFi [29], is often the byproduct of
maximum likelihood estimation on locations specified under polar coordinates.
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Figure 4: ToF-AoA spectra of discrete channel samples; the periodic
pattern for each subject is caused by aliasing.

The main reason for the failure of conventional signal processing
is that real-life channel samples contain far more parameters (some
rather random) than ideal cases. Therefore, unless we have a tool
that fully characterizes all such parameters, directly “translating”
channel samples to ToF-AoA parameter tuples is almost impossi-
ble. One may think that a well-trained neural network (capable to
approximate any function by the universal approximation theo-
rem [19, 77]) can be a competent alternative, but Section 5.3 will
prove that such a direct translation can be far from effective due to
the bias-variance tradeoff in estimation [40]. Inspired by the fact
that MUSIC outputs not scalar parameter tuples but rather parame-
ter spectra shown in Figure 4a, we consider a function g(-) : H —
mapping real-life channel samples H to parameter spectra E that
imply ToF-AoA parameter tuples. Of course, since this function is
still rather complex, comprehensively considering all factors to de-
rive an explicit expression by conventional approaches is extremely
challenging, if not totally impossible. Fortunately, we may now
invoke the universal approximation theorem to approximate g with
a neural network g. In the following, we shall discuss how g is
designed and trained in Section 3.2 and 3.3.

3 UWB-FI SYSTEM DESIGN

Our UWB-Fi is specifically designed to achieve fast channel hopping
for meeting the coherence time budget and to cope with the incon-
sistency/interference introduced by discrete channel sampling. As
illustrated in Figure 5, UWB-Fi consists of three major components:

e Fast channel hopping scheme: It involves a high-level strat-
egy to reliably manage channel hopping and a low-level
scheme to efficiently access CSIs.

e Model-based neural network: An encoder-decoder structure
is adopted to emulate both a spectrum filter and a trans-
former from one spectral domain to another.

e Model-driven training strategy: Instead of using scalar tuples
as ground truth labels, this strategy takes model-augmented
labels with lifted dimension.

We present these components in Sections 3.1 to 3.3, and explain how
to produce UWB sensing results by synthesizing the neural-inferred
snapshots in Section 3.4.

3.1 Fast Channel Hopping Scheme

3.1.1 High-level Control Strategy. This strategy comprises four
essential stages: channel selection, synchronized hopping, data
acquisition, and information extraction. We have in total 97 Wi-Fi
channels of 20 MHz bandwidth as our hopping candidates; they
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Figure 5: UWB-Fi system overview.

include 13 channels between 2412-2472MHz, 8 channels from 5180-
5320MHz, 12 channels spanning 5500-5720MHz, 5 channels within
5745-5825MHz, and 59 channels from 5955-7115MHz. Each hopping
is initiated by the Tx that first checks the availability (not occupied
by other co-channel devices or used for special purposes) of a
randomly selected channel and sends a probe frame to the Rx in
the current channel so as to synchronize this hopping. Upon a
successful channel hopping, the Rx promptly responds to the Tx to
enable a two-way channel sampling, which then brings the Tx to
select the next channel to hop; here the choice has to abide by the
principle of being independent of all previously visited channels.
If the Rx fails to respond within the allocated time, the Tx logs a
failure; in the case of persistent failures of hopping to unavailable
channels, the Tx simply reverts back to the 2412MHz “rendezvous”
channel to reset. User-specified channel sampling sequences are
also allowed.

Since normal Wi-Fi sensing uses only one frame to achieve a
narrowband snapshot while carrying data traffic within the frame,
UWB-Fi may have the same data payload segmented into all hop-
ping frames to avoid interrupting default Wi-Fi communications. In
typical indoor environments where 3-5 dominant multipath compo-
nents (subjects) are commonly observed [14], we empirically set the
total channel samples as 20 (also see Section 5.3.2). If there indeed
exist more subjects, we can either increase the number of sampled
channels progressively or increase the sample rate to accumulate
more snapshots within the coherence time to equivalently obtain
more samples.

3.1.2  Low-level Access Scheme. To accelerate channel hopping
(from at least 2ms [51] down to around 1ms), we need to decrease
the latency of data acquisition caused by interactions between user
and kernel spaces. We firstly leverage debugf's [49], a special RAM-
based file system in Linux kernel, to connect kernel and user spaces
without kernel access constraints (e.g., sysfs [50] has strict one-
value-per-file rules). To further lift the speed of accessing kernel
space, we create two threads: para_set, and data_proc, respec-
tively used to set hardware parameters (e.g., hopping channels
introduced in Section 3.1.1) and to quickly move channel data from
kernel to user space. We adopt an inter-process communication
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Figure 6: Channel hopping time of UWB-Fi.

method (e.g., POSIX shared memory) to achieve fast data exchange
among these two threads and upper-layer computation modules
that use the retrieved channel samples for deriving sensing results
(to be elaborated in Section 3.2). Although setting hardware param-
eters often requires resetting the Wi-Fi hardware (thus inevitably
introducing a non-negligible latency), the drivers of certain Wi-Fi
hardware [2, 23, 46, 70] offer direct register access and can hence
avoid the latency caused by resetting.

To assess the effectiveness of the low-level access scheme, Fig-
ure 6a displays the cumulative distribution of the time required
for one channel hopping, demonstrating rapid and consistent per-
formance, with an average duration of around 1ms. Additionally,
we measure the total time needed to sample a various numbers of
channels; as depicted in Figure 6b, this time linearly grows with the
number of channels. In particular, collecting 20 channel samples
(as specified in Section 3.1.1) requires only 20ms. Given a coher-
ence time of 84ms [51], this 20ms duration comfortably adheres
to the coherence time budget. Furthermore, considering the data
processing time (detailed in Section 3.4) and other possible delays,
the total overhead of UWB-Fi remains below 100ms. These results
underscore UWB-Fi’s capability to conduct real-time sensing tasks
under most circumstances.

3.2 Cross-Domain Spectral Transformation

The essential task for UWB-Fi to realize fine-granularity sensing,
very similar to UWB radar sensing [9, 74], is to sharply identify mul-
tiple subjects (in terms of their respective multipath components)
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as clearly separated bins in each snapshot. As we have explained
in Section 2.3, directly mapping channel samples into ToF-AoA
tuples can be infeasible; even if it is feasible, it is confined to pure
localization purpose and fails to deliver outputs in the form of bins
to further enable general sensing. Therefore, we choose to employ
a neural network g, aiming to transform discrete channel spectra in
CSI domain towards ToF-AoA spectra in real domain. As our main
contribution lies in training g, we simply assemble a neural model
g based on our experience [5, 15]. Consequently, we shall elaborate
on the model design in the following, but refrain from evaluating it
against other possible choices later.

3.2.1  Network Architecture. To handle cross-domain spectral trans-
formation, our SpecTrans network g follows a classical encoder-
decoder (ED) framework [11, 78]; it involves reducing data from
an original domain into a lower-dimensional space and then re-
constructing it into a new domain. While a fully convolutional
structure is adopted to have an efficient implementation, we also
bear in mind that SpecTrans design should be inspired by two
model-based algorithms: i) a matched filter to remove hardware-
related interferences/offsets and ii) the MUSIC algorithm to convert
clean channel samples to ToF-AoA spectra. Therefore, we make use
of the novel transformer architecture [52] to enhance the ED frame-
work with trainable attention modules: these modules share similar
algorithmic nature with those involved in the two model-based
algorithms (e.g., the correlations used by MUSIC) but their weights
are variables to be trained. Based on the illustration in Figure 7, we
explain respective building block of SpecTrans in the following.

3.2.2  Basic Module. This module acts as a feature extractor and
a trainable matched filter to remove hardware-related interfer-
ences/offsets from the extracted features. It involves a DenseNet [21]
for feature extraction, and a SKNet [34] with attention-intensive
structure as the matched filter to ensure precise estimation. Denot-
ing DenseNet by d(-) and SKNet by s(-), the basic module can be
represented as:
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where x}“ and x;’ut indicate the input and output of the ¢-th layer, re-

spectively. As both modules s and d are only applied to produce part
of the layer output, combining these filtered results with the layer
input in the output ensures the concentration of critical channel
information (for computational efficiency) while maintaining the
availability of model gradient. To further avoid variance shift [33]
during feature extraction and filtering, we specifically use batch
normalization for regularization. Finally, for better control over the
cross-domain transformation within the deep structure, the basic
module keeps the size of the feature map intact.

3.23 Down- and Up-sampling. We utilize a fully convolutional
structure for down- and up-sampling, aiming to fit the MUSIC
process while avoiding information loss and hindered pixel-level
regression caused by pooling layers. We utilize strided convolu-
tions for down-sampling, which, combined with several basic mod-
ules, constitutes an encoder. The overall purpose of the encoder is
to integrate features and reduce noise in channel samples, effec-
tively mapping them into a lower-dimensional space. The decoder
achieves up-sampling predominantly through transposed convo-
lutions; they work in tandem with several basic modules to form
the decoder. The decoder targets denoising and integrating data
within the lower-dimensional space, while gradually reconstructing
the higher-dimensional ToF-AoA spectra space. As the number of
feature maps increases in the basic module, we avoid using dense
connections in sampling in order to consistently reduce the quantity
of feature maps.

3.24 Spatial Adaptation. Although UWB-Fi is largely immune to
input variations across different environments thanks to its UWB
nature (confirmed in Section 5.1.1), we consider the worst case sce-
narios where cross-environment variations become so prominent
that they overwhelm the signals in the estimation results. To this
end, we introduce spatial adaptation (SA) trained in the fine-tuning
stage after the completion of training the core ED network; it is
achieved through convolutional layers plugged at the points of en-
try and egress of the core network. As the sensing tensor (of channel
samples) passes through the SA layer with a large quantity of fea-
ture maps at the entry point, it experiences spatial adjustments and
incorporates task-specific information. On the contrary, another
SA layer at the egress point is designed with only one feature map,
primarily meant for fine-tuning the mapping relationship between
the core network’s output and the estimation tensor (i.e., ToF-AoA
spectra). Fine-tuning the core network without altering its structure
by spatial adaptation allows our overall design to gain sufficient
versatility for adapting to diversified application scenarios.

3.3 Training with Data Augmentation

As our SpecTrans aims to effectively map channel samples to the
ToF-Ao0A spectra, it has to be trained with the same type of data: in
particular, the ground truth labels have to be in the form of ToF-
Ao0A spectra (as shown in Figure 4a), rather than ToF-AoA tuples
{(70,60), - -, (., Ok ), - - - } that we obtained during the data collec-
tion process. However, without a well-trained SpecTrans, we cannot
derive the ToF-AoA spectra from real-life channel samples using
traditional methods (as already explained in Section 2.3). There-
fore, what we need is a procedure to convert the known ToF-AoA
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tuples into the corresponding spectra that may potentially yield
these tuples as the estimation results. Fortunately, as explained in
Section 2.1, we can generate ideal channel samples by plugging the
known ToF-AoA tuples into Eqn. (1), and then utilize MUSIC to de-
rive the ToF-AoA spectra as labels. Moreover, training data should
be endowed with diversified background multipath interference
to train SpecTrans towards competent generalizability across dis-
tinct/unseen environments. Given limited real-life channel samples,
we can augment them with model-generated multipath interference
as background to significantly increase the dataset size (see Figure 8
bottom). In the following, we focus only on label generation, as
generating background is rather straightforward.

According to Section 3.1.1, the fast channel hopping of UWB-Fi
results in discrete and irregular channel samples, which creates an-
other dilemma: how to produce ideal channel samples (for deriving
ToF-AoA spectra labels) exactly corresponding to these random
samples? In fact, because we need only to train SpecTrans for deriv-
ing meaningful ToF-AoA spectra that can yield accurate ToF-AoA
estimations, the ideal channel samples used for generating the train-
ing labels do not need to match the randomly sampled channels.
Instead, we can leverage more channel samples for a more accu-
rate spectrum estimation [10, 64], while expecting SpecTrans to be
powerful enough for performing a sparse recovery. Of course, we
should also consider the limitations of SpecTrans’s fitting capacity,
so we refrain from using all frequency bands as the ideal channel
samples but empirically simulate 50 discrete channel samples to
derive the ToF-AoA spectra labels; these spectra labels are further
enhanced by exponentially amplifying the magnitude of the points
pertaining to a subject.

The whole label generation process is detailed in Algorithm 1,
where the MUSIC algorithm is denoted as MUSIC(-). Based on
this, we further illustrate the self-supervised training strategy in
Figure 8. Firstly, we generate ideal CSI data with different carrier
frequencies based on Eqn. (1). We then employ MUSIC to perform
joint estimation of ToF-AoA for each ideal channel sample and
then fuse the spectra. The fused spectrum is further enhanced
through exponential lifting and Laplacian filtering to obtain the
final labels. To finally train the core ED network, we adopt the
following objective function with an L2 penalty term on network
weights:

min (Z (gw(H) ~ 2?4051 ) wz) , (3)

|
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Joint Estimation of
ToF-AoA

CSI of Subject
Information

|
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)

Generating Ideal CSI

Figure 8: Self-supervised training strategy.
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Algorithm 1: ToF-AoA Spectrum Generation

Input: Channel parameters [0 ], [7x]; a list [ f;] of carrier
frequencies and n, d, m, f;, @ as in Eqn. (1);
enhancement factors: y, x, y, and o.

Output: ToF-AoA spectrum =.

for f; € [fi] do
H « Eqn.(1) with channel parameters [0y ], [7x];

EMUSIC — MUS]C(H),

end
E « Enhance (Epmusic/length([fi]), v, x,y,0) ;

Function Enhance(E, y, x, y, 0):

2« |EY;
) 2,2
P I Y PR P
rot 202 i

E—EO(Exz);

return Z;
end
Remarks: x, y and o are parameters of a Laplacian filter [61],
* denotes convolution, and © represents Hadamard product.

where, g, (-) represents the core network with weight w, E denotes
the labels, H refers to the input discrete channel samples, and A is
the coefficient of L2 penalty.

3.4 From Snapshots to General Sensing

As shown in Figure 5, UWB-Fi starts with the fast channel hop-
ping scheme to collect discrete channel samples and assembles
them into a sensing tensor (Section 3.1). UWB-Fi then leverages
the trained SpecTrans network to estimate ToF-AoA spectra (Sec-
tion 3.2) from the collected channel samples; this network is trained
via model-augmented ToF-AoA spectra as labels and the correspond-
ing training method (Section 3.3). At this point, UWB-Fi follows
the convention to use a thresholding technique [44] to filter out
the minor peaks caused by periodic aliasing and obtain the main
peaks indicating the ToF-AoA tuples of distinct subjects of interest
in each ToF-AoA spectral snapshot. The outcomes are then con-
verted from polar coordinates (i.e., ToF-AoA tuples) to Cartesian
coordinates to determine the subjects’ locations [26]. Moreover, the
phase information of a subject’s motion is encoded into the multiple
spectral amplitudes around the subject in the snapshot (confirmed
in Section 5.3.1). Therefore, tracking the spectral amplitudes across
multiple snapshots for each subject should provide information
about its motion status.

In particular, for the k-th subject, UWB-Fi extracts a set of tu-
ples in its neighborhood with an empirical radius Ar = 0.3 m,
{(r, )|V (t —1)2 + (0 — 6,)2 < Ar} to form its own bin, since
the motion of the k-th subject affects its surrounding spectral val-
ues. We further extend the tuples of a bin in a snapshot at time ¢:
(z,0) to (z(¢), 0(¢), ¢(t)) where ¢(t) is the spectral amplitude at
(z(t), 6(t)). Finally, UWB-Fi delivers the tuples contained in a bin
across multiple snapshots to upper-layer fine-granularity sensing
applications with already established data processing procedures;
these include gesture recognition (e.g., [36, 76]), activity recognition
(e.g., [5, 15]), and vital signs monitoring (e.g., [8, 75]). It is worth
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noting that UWB-Fi, being implemented with neural model, operate
at the millisecond level during the inference time. This processing
time (plus the millisecond-level channel sampling time discussed
in Section 3.1.2) is still significantly shorter than the 12 seconds
required for stitching channels as explained in Section 2.2, thus
greatly enhancing real-time sensing capabilities.

4 PROTOTYPE AND EXPERIMENT SETUP

In this section, we elaborate on UWB-Fi’s implementation, and also
introduce the experiment setup.

4.1 System Implementation

We use two Acer TravelMate laptops [3] equipped with Intel AX210
Wi-Fi NIC [12] to implement a UWB-Fi prototype. This Wi-Fi NIC
has two antennas and supports all channels mentioned in Sec-
tion 3.1.1. We implement the fast channel hopping scheme (Sec-
tion 3.1) in the laptops to capture the channel samples. The captured
channel samples are then parsed and converted into the matrix
structure using MATLAB. Our SpecTrans network is implemented
in the PyTorch 1.7.1 [42] environment. The encoder consists of 3
basic modules and one down-sampling module, while the decoder
comprises 3 basic modules and one up-sampling module.

e A basic module contains a DenseNet with convolutional
kernels of size 3, stride 1, and padding 1, as well as a SKNet
with convolutional kernels of various sizes (1, 3, 5, and 7) to
achieve multi-scale feature extraction.

o A sampling module consists of two non-densely connected
convolutional layers. The first convolutional layer (shared by
both down- and up-sampling modules) uses convolutional
kernels of size 3, stride 1, and padding 1 to preserve the
feature map size. The second convolutional layer leverages
convolutional kernels of size 3, stride 2, and padding 1 and
transposed convolutional kernels of the same parameter
settings for up- and down-sampling modules, respectively.

The first SA module adopts a convolutional layer with kernels of
size 5, stride 2, padding 2, and dilation 2, but another SA module
following the decoder module takes a convolutional layer with
kernels of size 3, stride 1, and padding 1 to ensure compatibility
with the ToF-AoA spectra dimensions.

4.2 Experiment Setup

We recruit 8 subjects, 6 males and 2 females, aged between 20 and
30. We conduct experiments in six environments, including dance
studio (DS), classroom (CR), library (LB), meeting room (MR), office
(OF), and self-study room (SR). We collect our training data in DS
and use data collected in other environments for testing purposes.
Although our testing environments have diversified sizes, we set
the distance between the two laptops to 7m in the training environ-
ment, which is proven to be generalizable to other environments
in Section 5.1.1, thanks to the augmented data with diversified in-
terference “background” (see Section 3.3). Besides comparison and
ablation studies, we mainly perform three sets of experiments on
multi-person sensing applications; these experiments have strictly
followed the IRB of our institute.
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(c) One testing scene.

(d) A special case.

Figure 9: Experiment setting examples: (a) training scene in the DS
with (b) a layout containing positions marks; (c) a typical testing
scene in the MR, and (d) a case with extremely short inter-subject
distances in the SR.

Localization. We instruct one or multiple subjects to stand or sit
in different positions in each experiment. Figure 9a shows the train-
ing environment in the DS and Figure 9b marks different positions
for data collection: we take the gravity center of a subject as its
ground truth position. We adopt one continuous channel stitching
scheme [67] as our comparison baseline, where overlapped chan-
nels at 2.4 GHz band [1] are all collected for stitching a sensing
bandwidth of 80 MHz. As no existing solution has the same UWB
sensing bandwidth as UWB-Fi, we only get two barely comparable
choices to serve as baseline [65, 67], while the other one [65] is
omitted as it yields similar results in our experiments. We arrange
for the testing environment of the baseline to also be within our
training environment, because cross-environment capability is ir-
relevant to the baseline thanks to its model-based data processing
nature. Subsequently, we conduct localization for the baseline ac-
cording to its own proposed methodology. In order to exert the
finest sensing granularity of UWB-Fi, we arrange a testing scene
with three subjects standing within 0.4m as shown in Figure 9d.

Respiration Monitoring. We choose one of the testing environ-
ments with 8 subjects sitting around a table in the MR (shown in
Figure 9c) for this purpose. Apart from recording channel samples,
we concurrently record subjects’ respiratory waveforms as ground
truth, for both training the already established respiration mon-
itoring algorithms and evaluation purposes, using NeuLog chest
strap [41]. The total recording time for respiration is 80minutes. Af-
ter obtaining the temporal sequence of ToF-AoA spectra produced
by SpecTrans, we extract individual bin sequences corresponding
respective subjects. Then we leverage the method proposed by
MoRe-Fi [75] to predict respiratory waveforms.

Gesture Recognition. We again leverage the“8-subject in MR”
scene here: the subjects are instructed to simultaneously perform
six distinct hand gestures: push-pull (PP), up-down (UD), sweep
(SW), draw circle (DC), draw zig-zag (DZ), and clap (CL). These six
gesture classes serve as ground truth. Each gesture is performed 20
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times. A data processing pipeline similar to the respiration mon-
itoring task is adopted here, except that we employ the classifier
proposed by Widar3.0 [76] to recognize gestures.

5 EVALUATIONS

In this section, we embark on a comprehensive evaluation of UWB-
Fi’s capabilities. Given its essential function of differentiating multi-
ple subjects, we start with an investigation into UWB-Fi’s localiza-
tion resolution and accuracy: comparing UWB-Fi with the baseline
stresses on its superiority in fine-granularity sensing. We also verify
UWB-Fi’s cross-environment generalizability, and further report
sensing results for multi-subject respiration monitoring and ges-
ture recognition, demonstrating UWB-Fi’s fine-granularity sensing
performance. Finally, we perform an ablation study on our train-
ing approach, proving the effectiveness of our model-driven data
augmentation process.

5.1 Localization and Comparison

5.1.1 Localization Accuracy. Let us first use an example to illus-
trate the localization capability of UWB-Fi. As shown in Figure 10a,
a ToF-AoA spectrum derived from channel samples via SpecTrans
clearly exhibits two peaks (after filtering out the minor peaks caused
by periodic aliasing, as explained in Section 3.4) corresponding to
two ToF values of 23.3ns and 25.3ns, indicating two different prop-
agation paths. In the meantime, Figure 10b shows two sectional
views in AoA at these two ToF values; they sharply indicates two
bearings of 90° and 78.5°. In fact, these two ToF-AoA tuples pre-
cisely correspond to the (direct) Tx-Rx path and the reflection path
caused by a subject: the former apparently contains much higher
energy [16]. Recall that earlier proposals made great efforts to ei-
ther get around or infer the information on Tx-Rx path [29, 51, 66],
yet UWB-Fi can naturally obtain it and further leverages it as a
reference to establish the coordinate system for localization.
Given these precise ToF-AoA tuples and the established coor-
dinate system, individual subjects can be located via the method
described in Section 3.4. Figure 11 compares UWB-Fi with the base-
line in terms of their localization accuracy. One can readily observe
that UWB-Fi achieves a median error of 6cm, about 70 times lower
than the baseline’s 4m. Meanwhile, the 90th percentile tail errors
for UWB-Fi and the baseline are 0.17 m and 6.5 m, respectively.
Considering the typical size of an adult, UWB-Fi clearly demon-
strates a sufficient accuracy for common indoor scenarios, whereas
the baseline’s performance is far from adequate (making it inap-
plicable to fine-grained sensing contexts). UWB-Fi’s exceptional
performance is primarily attributed to its capability in effectively
acquiring ultra-wide bandwidth and eliminating hardware-related
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(a) ToF-AoA spectrum. (b) AoA-Amplitude sectional views.

Figure 10: SpecTrans output clearly differentiates two paths.
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Figure 11: Contrasting UWB-Fi with baseline in localization accuracy:
about 70 times lower in median error!

random offsets. In particular, this capability may even compensate
the hardware deficit in antenna quantity, as acquiring AoA with
only two antennas were otherwise impossible due to the limited
angular resolution [6] offered by two coarse-grained observations.

To showcase UWB-Fi’s cross-environment and -subject general-
izability, we evaluate the localization accuracy of all subjects across
five unseen environments. The results, as depicted in Figure 12,
confirm that varying environments and subject positions have a
minimal impact on the localization performance: the median and
90th percentiles tail errors remain consistent (with only minor fluc-
tuations) around 6 cm and 17 cm, respectively; this is true even in
the SR that substantially deviates from our DS training environ-
ment. It is worth noting that this generalizability, though partially
coming from the design of SpecTrans (without even invoking the
SAs in Section 3.2.4), should be more attributed to the ultra-wide
bandwidth of UWB-Fi and the training method: the resulting fine-
granularity sensing allows UWB-Fi to accurately discern bins per-
tinent to specific subjects, naturally filtering inferences related to
various multipath.

S 2

g ISp i ey gi5h--J-4-F- ==
2 2

S 10}l S 10
3 &3

St st

0 | | | oM NN NN N

CR LB MR OF SR I I I IV V VI VI

Environment Subject ID

(a) Various environments. (b) Various subjects.

Figure 12: Localization median and 90th percentiles tail errors across
various (a) environments and (b) subjects.

5.1.2  Localization Resolution. We proceed to investigate localiza-
tion resolution of UWB-Fi, by having 8 subjects standing sym-
metrically with respect to the Tx-Rx path in the LB environment.
Figures 13a and 13b depict the ToF-AoA spectra in multi-person
localization scenes for UWB-Fi and the baseline, respectively. One
may clearly discern multiple peaks/bins (as specified in Section 3.4)
in the spectrum of Figure 13a, each representing distinct individu-
als and facilitating further sensing requirements. On the contrary,
Figure 13b confirms that, when employing the baseline method
for localization, the ToF-AoA spectrum is apparently incapable of
discerning different subjects. To demonstrate the finest sensing
granularity of UWB-Fi, we deliberately position three subjects in
close proximity (see Figure 9d). The resulting ToF-AoA spectrum
(shown in Figure 14a) reveals distinct peaks in ToF suggesting at
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Figure 13: Significant distinction in localization resolution between
UWB-Fi and baseline.
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(a) ToF-AoA spectrum. (b) AoA-Amplitude curve.

Figure 14: Exerting the finest localization resolution.

least two reflection paths. Further zooming in the sectional view
at ToF = 25ns (plotted in Figure 14b) indicates the presence of two
separate AoA peaks allowing the distinction of three subjects. This
result further demonstrates that UWB-Fi achieves a resolution of
at least 1.25ns for ToF and 1° for AoA, confirming its full capability
in conducting fine-granularity multi-person sensing.

5.2 Fine-Granularity Sensing

Once subjects’ bins are clearly identified, individual human sens-
ing can be readily performed via tracking the spectral amplitude
across multiple snapshots. In this section, we showcase two upper-
layer applications that successfully achieve fine-granularity sensing
based on UWB-Fi.

5.2.1 Respiration Monitoring. We hereby demonstrate how UWB-
Fi’s output (ToF-AoA spectrum) can be used to acquire respira-
tory waveforms, using the setup described in Section 4.2. To val-
idate waveform recovery across diverse breathing dynamics, we
instruct one subject to perform normal, fast, and irregular respira-
tion, while keeping other subjects’ breathe regularly. Figures 15a
and 15b present the recovered respiratory waveforms of these two
situations; one can readily observe that the recovered waveforms
by UWB-Fi effectively adapt to the variations taking place in real-
ity, while all waveforms bear high morphological similarity to the
ground truth according to Figure 15d.

To further explore the efficacy of waveform recovery under more
extreme respiration situations, Figure 15c showcases waveform re-
covery in the presence of induced irregular variations in a subject’s
respiration rhythm. Even in such challenging circumstances, the
output of UWB-Fi still allows for a remarkably successful recovery
in a respiratory waveform, with only a minor discrepancy observed
during the 10s to 20s interval, corresponding to the period of ex-
tremely light respiration. This minor disparity can be attributed
to reduced chest movements during this period that potentially
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Figure 15: Recovered respiration waveforms in (a) normal, (b) fast, (c) irregular modes, and (d) their cosine similarity values.

lead to a low signal strength, which causes a tiny degradation in
morphological similarity, as shown in Figure 15d.

5.2.2  Gesture Recognition. Again using the setup prescribed in
Section 4.2, the performance of gesture recognition upon UWB-Fi’s
output can be evaluated. As shown by the confusion matrix for all
subjects in Figure 16a, UWB-Fi achieves an overall recognition rate
of 97.1%: the PP gesture has the highest recognition rate at 99.0%,
while the UD and SW gestures exhibit more confusion. As both UD
and SW gestures primarily involve subtle wrist movements whereas
other gestures involve more extensive arm movements, their weaker
performance can be largely attributed to their lower impacts on
channel samples. We then proceed to analyze the recognition rate
of different subjects for all gestures: as shown in Figure 16c¢, the
rates of all subjects stand around 97%.

Interestingly, subject III displays a slightly lower recognition
rate of 96.6%; this brings us into a further analysis on subject III's
recognition rates of individual gestures in Figure 16b. Different from
Figure 16a, we find that the recognition rate for the CL gesture is
lowest for subject III, rather than the expected UD and SW. This
disparity may be attributed to the subject’s physique that causes
smaller ranges of motion. Finally, we specifically examine the easily
confused SW gesture, with the results shown in Figure 16d. Since
the recognition rates across various subjects hover between 94% and
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(c) All gestures. (d) Sweep gesture.

Figure 16: Confusion matrices for all gestures from (a) all subjects
and (b) subject III, as well as recognition rates for all subjects in
terms of (c) all gestures and (d) sweep gesture.

95%, the consistent lower rates appear to be irrelevant to individual
subjects’ inconsistent execution of the gesture.

5.3 Calibration and Ablation Study

In this section, we delve deeper into the sensing principle, impact
of channel quantity, and training methods.

5.3.1 Sensing with Spectral Amplitude. Similar to real UWB sens-
ing [9], UWB-Fi also encodes phase information in spectral ampli-
tude. To confirm this claim, we extract the subject’s bin sequences
across multiple snapshots (as explained in Section 3.4) for both a
pendulum and a finger gesture (writing the letter ‘M’), and track
their mean values, as depicted in Figure 17. Since continuous track-
ing such motions is impossible with only signal amplitude (which
only infers range variation and has centimeter-level resolution
even for UWB-Fi), the demonstrations in Figure 17 strongly con-
firm that continuous variations in phase have been represented by
the spectral amplitudes of UWB-Fi’s snapshots.
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(a) Pendulum. (b) Finger gesture.

Figure 17: Sensing results of (a) a pendulum damping process and
(b) a finger gesture writting letter ‘M’ in the air.

5.3.2  Channel Quantity Calibration and Channel Hopping Time.
We hereby use experiment results to confirm our choice of 20 chan-
nel samples for UWB-Fi. We arrange 8 subjects arbitrarily standing
in the DS and run UWB-Fi with the sampled channel quantity in-
creasing from 5 to 30. As respectively shown in Figures 18a and 18b,
the decreasing trends of median and the 90th percentile localization
errors get saturated at around 20 sampled channels, confirming the
rationale of our empirical choice. In fact, our experience with the
same quantity in all testing environments further proves its efficacy,
especially for the special case with close proximity among subjects
(see Figure 14). Of course, these results might still be affected by
conditions unknown to us by far, but we have offered adaptation
schemes in Section 3.1.1.

It is worth noting that, when contrasting with Figure 11b, it
becomes evident that, even with only 5 channels, UWB-Fi yields
much higher accuracy than the baseline employing 13 overlapped
channels. The reason accounting for this is twofold: i) UWB-Fi’s
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Figure 18: Localization error vs. varying channel quantity.

the fast channel hopping allows it to gather channel samples across
up to 4.7 GHz UWB bandwidth and hence to acquire far more
comprehensive information, and ii) the impressive sparse recovery
and offset elimination capabilities of SpecTrans helps UWB-Fi to
fully extract the useful information within the channel samples.

5.3.3  Training Approaches Ablation. In order to validate the ef-
fectiveness of our training approach proposed in Section 3.3, we
compare it against three distinct label generation methods that
include: A) generating a pseudo-spectrum directly from ToF-AoA
tuples, B) estimating ToF-AoA spectra without enhancement, and
C) generating labels without using the Tx-Rx path as a reference.
Note that one should not expect a neural network to directly output
ToF-AoA tuples (hence should not be trained so), the fundamental
reason lies in the the bias-variance tradeoff in estimation [40]. Es-
sentially, directly translating channel samples to a few real-valued
tuples has to strike a balance between bias and variance, leading to
bad performance on either side. Using higher-dimensional spectra
as output (hence such labels for training) would allow for offload-
ing the large variance to irrelevant parameters while achieving
unbiased estimation with small variance on ToF-AoA pairs.

Method A. We first take a straightforward method to generate
labels by converting each ToF-AoA tuple into a Gaussian kernel
placed at corresponding position in a 2D spectrum. Denote the
neural network taking such spectra as labels by ga, we train both
ga and g,, (see Section 3.3) and measure the entropy [48] of re-
sulting networks; the results show that entropy values 253 and 132
for g4 and g, respectively. Due to the higher complexity of ga,
using labels generated by Method A for training certainly hampers
convergence.

Method B. While generating labels using Algorithm 1, one might
wonder if the enhancement (the Enhance(+) function) is necessary.
According to Figure 19a, it appears that removing the enhancement
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Figure 19: AoA-Amplitude curves (a) without and (b) with enhance-
ment: the latter allows for a much better differentiation.
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could significantly affect the estimation results. Specifically, we
create a set of ideal channel samples with only one target peak at
87.5°. However, as the antenna quantity is limited, the resulting
aliasing causes multiple interference peaks with one prominently
appearing at around 110°. Without proper enhancement to dif-
ferentiate these peaks, using such labels to train SpecTrans could
significantly reduce accuracy. As depicted in Figure 20a, the median
error increases to around 8cm, while the 90th percentile error even
surpasses 3m, which is obviously worse than our previous results
in Figure 11a. With the enhancement, Figure 19b shows that the
target peak becomes significantly more distinguishable compared
to other “fake” ones, potentially improving the training outcome.

Method C. Since the Tx-Rx path appears to be largely irrelevant
to sensing often based on reflection paths, we consider removing it
from the labels for the sake of simplicity. Unfortunately, the out-
comes, as depicted in Figure 20, fall short of expectations. Despite
the median error remaining reasonably small, there is a pronounced
long tail in the distribution, with the 90th percentile error exceed-
ing 4m. This negative effect can be explained by Figure 10b: in
reality, the Tx-Rx path signal energy is much stronger than other
paths; though it is probably not useful for sensing reflection paths,
ignoring it outright could fundamentally change the “landscape” of
a snapshot, hence negatively affecting the correspondence between
training data and real-life samples. Therefore, regardless of whether
the Tx-Rx path is used for sensing or not, the training labels have to
emulate all paths. In fact, UWB-Fi indeed needs the Tx-Rx path as
a reference point to establish a coordinate system for localization.

6 RELATED WORK AND DISCUSSION

We discuss existing Wi-Fi sensing proposals by grouping them into
two categories, based on whether a subject should carry a Wi-Fi
device or not.

Device-based Sensing. As a seminal proposal, SpotFi [29] pio-
neered in the realm of device-based sensing. It leveraged MUSIC to
estimate AoA rather accurately but offloaded estimation errors to
ToF. In contrast, Chronos [51] estimated ToF by leveraging Wi-Fi
channel hopping across both 2.4GHz and 5GHz bands. Its primary
focus, however, lied in estimating parameters pertinent to the Tx-
Rx path. Meanwhile, other endeavors, such as Splicer [65] and
ToneTrack [67], also incorporated the information of multiple chan-
nels to enhance the accuracy of power delay profiles and relative
ToFs resolution, respectively. It is worth noting, however, that the
aforementioned device-based methods are predominantly centered
around single-person sensing. The only exception is the recently



MobiSys’24, June 3-7, 2024, Minato-ku, Tokyo, Japan

published MUSE-Fi [20], which capitalized on the near-field domi-
nance of Wi-Fi sensing to achieve physical separation of multiple
subjects, without the need for resorting to a ultra-wide bandwidth.

Device-Free Sensing. LiFS [54] pioneered in a device-free local-
ization approach, making use of fine-grained CSI subcarrier. A
later work PhaseBeat [58] harnessed root-MUSIC [45] to segregate
signals multi-person sensing signals. MultiSense [71] treated multi-
person sensing as a blind source separation issue, utilizing ICA [24]
for waveform extraction. SPARCS [43] recovered micro-doppler
spectra by exploiting the intrinsic sparsity of wideband mmWave
channels. In addition to the above algorithmic attempts, other stud-
ies considered leveraging expanded hardware deployments for the
sake of multi-person separation. Widar2.0 [44] extended partial
support for multi-person sensing through the implementation with
multiple antennas to enhance spatial resolution. Karanam et al. [27]
exploited magnitude measurements derived from an array of re-
ceivers to execute multi-person tracking. Last but not least, Lan et
al. [30] utilized metasurface antennas with varying beam patterns
for multi-person activity recognition.

Discussions. Our UWB-Fi distinguishes itself as a system capable
of accommodating both device-based and -free sensing modalities,
thanks to its physically “widened (or diversified) view” in band-
width with discrete channel samples. This capacity underscores
the versatility of UWB-Fi and its capacity to adapt to diversified
sensing contexts, strongly certifying its real-world applicability,
especially towards leveraging Wi-Fi to perform sensing in a “crowd”
manner [18, 55, 56, 73].

Although existing proposals have attempted to handle discrete
channels for achieving wider bandwidth (e.g., [35, 38] for RFID and
[13] for radar signals), Wi-Fi signals are fundamentally different in
waveform and the existence of various hardware-related random
offsets. Consequently, these solutions are not applicable to fuse
discrete Wi-Fi channels. Additionally, these works typically focus
on localization applications and lack the capability required for
general sensing tasks supported by UWB-Fi.

As a system designed for general fine-granularity sensing ap-
plications, UWB-Fi can accommodate any numb